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Instructions to Candidates ]

1. Answer ANY FIVE FULL questions,
2, Missing data may be suitably assumed.

Explain the different types of data analysis tasks with suitable examples.

What is the role and responsibilities of a subject matter expert in data analysis projects?
Distinguish between dichotomous and nominal data variables using appropriate examples.
(53+3+2)

A training dataset consists of the following attributes and class label

Blood  Weight  Heigh  Sysolic biood  Dimtwlic blood  Temperatire
Name A Cender pop  (kg) (m) pressum presure L Disbeses
Ple 35 Fomk AR % 152 68 n w7 0
Rims 2 Mk o~ 18 Lm 1 15 s 1
15mh & Mek oRm” % LB L] 136 % 0
A Pud N Femlke o 4 194 T 12§ o 0
MOwen M Mk AR W 182 “ 108 987 0
SOeen & Mk o 1] LW 1 19 we 1
NOwok & Mk AR T 1% 104 136 w0 0
Whns T Fomike om (B 1 145 % 1
P Rice” 4 Femle O’ L L™ 01 n Wa 0
Mk % Mak om 14 17 bl 165 91 l

i. Create a new attribute "NormWeight" by normalizing the “Weight (kg)” attribute into the
range of 0 to 1.
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ii. Create a new attribute "AgeBins" by binning the Age attribute into 3 categories:
young (<30), middleAged (>=30 and < 45) and old ( >= 45 and above).
iii Create an aggregated column called BMI based on the formula

BMI =
Height (m
iv.Segmcmdworigimldnuaelhm2dmmbmdonﬂwvariableGendu.

Anmmmmmymuwmdmmdﬂwdmwmsmmmchmw
timedamdomnmpleofﬁchimnnddemineddmiuookonavmgeztmimmyet
clnimandthcmrdanidcvinﬁoniuscalcumdwbelwnhaoonﬁdcnulcwlof%%(lc-
1.96), what is the confidence interval?.

How is a Contingency table different from a Summary table? Give examples.
(5+3+2)

kahthemsactiomldmmgivmbelow.utminimummppmbew%. Find all the
ﬁcqumtitcmsctxonly,uainstlw:\pﬁotinlgoﬂthm.

TransactionID | Items purchased -

100 Bread, Cheese, Eggs, Juice
200 Bread, Cheese, Juice

300 Bread, Milk, Yogurt

400 Bread, Juice, Milk

500 Cheese, Juice, Milk

WhmismenoedfmpafmmingComhﬁonAm!ysisonasochﬂonmlcs?mmmwnhm
cxnpple.

Howdoumepuﬁﬁmalgoﬁthmimpwveonﬂwcﬁicimcyoﬁhemmdgmﬁhm?
(5+3+2)



4A Consider the following distance matrix and perform agglomerative clustering on the 5 data

4B
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points. Visualize using a dendrogram.
pl p2 p3 p+ ps
pl [0 [o10]041]055[035
p2 |0.10/0 [ 0.64[047]098
p3 |041[064/0 [044]085
pt [055/047 0440 |0.76

pS [035098(0.85[0760

Given two data points X= (20, 3, 40, 15) and Y= (14, 0, 46, 8) .Represent them as a distance
matrix using
i. Euclidean distance between the data points
it. Manhattan distance between the data points.
iii. Minkowski distance between the data points using q = 3.
What are the disadvantages of the k-means clustering technique?
(5+3+2)
The following table shows the relationship between the amount of fertilizer used and the
Height of a plant.
i. Calculate a simple linear regression equation using Fertilizer as the descriptor and Height
as the response.
ii. Predict the height when fertilizer is 9.5,

Fertilizer [ 10 |S [12 |18 |14 |7 |15 [13 |6 (8 (9 |11 |16 [20 (17

Height |07 (0408 |14 [L1 [06|13 |11 |06/07(07/09]13 15|13

Differentiate between the following, with suitable examples.
1. Classification tree vs. Regression tree
“ii. Eager vs. lazy leamers
iii. Sensitivity vs. Specificity
How do hyper planes perform classification in the Support vector machine (SVM) classifier?
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(5+342)

6A  Consider the following data set for a binary class problem. Calculate the information gain
waﬁmmmMeAMmmmB.thhmmmdbthmm
root of the decision tree?

Class Label

+

Al =l oml o om| om| = S = = S e
m| =3 m| o m| w4 m = 42 mow
4

6B Whmmwgiesouﬂdheadomdfaupuaﬁouofmmdniningaﬂfmchsifm?
6C Mm%emymmnwhkhmwmﬂ:mmyofnedicﬁonalg«m
(5+3+2)




