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1A. Draw neat diagrams and explain the different neural network architectures. 
Give an example for each architecture.                                                           6M 

1B. Define sigmoid activation function. Design a neural network using  
       Mc Culloch -Pitts neurons to realize the following logic function.   

       s(a1,a2,a3)= a1(a2+a3)+(a1a3+a2)c+(a2+a3)ca1 . Use +1 or -1 for the 
       synaptic weights. Write the truth table.          4M 

 
2A. Write relevant equations and explain the following: 

i.    Error correction learning. 
ii.  Hebbian learning. 
iii. Boltzmann learning.             6M 

2B. Explain the various pattern recognition tasks that can be performed by the 
       basic feedback neural networks.            4M 

 
3A. Write the back propagation learning algorithm. What are the virtues and 

        limitations of back propagation algorithm.                                                    5M 
3B. What is generalization?            2M 

3C. What is orthogonality? Find if the following set of vectors are independent. 
       sint     cost  2sin(t+π/3)                                                          3M 
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4A. What is principle component analysis? Explain.                   2M 
4B. Consider the input/output prototype vectors shown below: 

       P1
T = [1 -1 1 1]     t1

T = [-1 -1]           P2
T = [1 1 -1 1]          t2

T = [-1 1] 
       P3

T = [-1 -1 -1 1]     t3
T= [1 -1] 

i. Apply the supervised Hebb rule and compute the weight matrix for the linear  
   associator. 

ii. Calculate the output when the test input Pk
T = [1 -1 1 -1] is applied.  

iii. Is the obtained output correct?  Justify.                                                            4M 

4C. Apply the outstar rule on a pineapple recaller network and explain the 
      performance.                         4M 

 
5A. Define a fuzzy set. Give one example each and explain the following: 

       i. Disjunctive sum of 2 fuzzy sets. 
      ii. Difference of 2 fuzzy sets.                                                                           6M 

5B. Consider the fuzzy sets A and B defined on the interval X= [0, 5] of real 
numbers by the membership grade functions μA(x)= x/(x+1) μB(x)= 2-x 

      Determine the mathematical formula and graph of membership grade functions 

for the following: 
 i.  A ∩ B    

 ii. (A U B)C               4M 
 

6A. Along with a neat diagram and relevant equations explain Hamming  
       network.                                                                                                           4M 

6B. Discuss Fuzzy Relations.                                                                                 3M 
6C. Explain Self organized learning algorithm.                                                     3M                                              
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