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1A. Define the terms ‘Machine Learning’, and ‘Concept Learning’. Illustrate the 
importance of the term ‘Instance Space’ in Machine Learning. 
 

4M 

1B.  With the help of an example explain the meaning of ‘Concept space’ in 
Machine Learning: 
 

2M 

1C. Consider the following training set to be applied on modified K nearest 
neighboring method of Classification/Learning. 
 
X1 = (0.8, 0.8, 1), X2 = (1.0, 1.0, 1), X3 = (1.2, 0.8, 1) 
X4 = (0.8, 1.2, 1), X5 = (1.2, 1.2, 1), X6 = (4.0, 3.0, 2) 
X7 = (3.8, 2.8, 2), X8 = (4.2, 2.8, 2), X9 = (3.8, 3.2, 2) 
X10 = (4.2, 3.2, 2), X11 = (4.4, 2.8, 2), X12 = (4.4, 3.2, 2) 
X13 = (3.2, 0.4, 3), X14 = (3.2, 0.7, 3), X15 = (3.8, 0.5, 3) 
X16 = (3.5, 1.0, 3), X17 = (4.0, 1.0, 3), X18 = (4.0, 0.7, 3) 

Let the test sample P = (3.0, 2.0). For the five nearest points, the distances 
from P are to be determined, that is, d(P,X16) = ? ; d(P,X7) = ?; d(P,X14) = ?; 
d(P,X6) = ?; d(P,X17) = ?; For the given three class labels, find to which 
class the point P belongs to by explaining the steps of the modified K nearest 
neighbor method.  
 

4M 

2A. Model the two components of probability of error in two class classification 
process. Show that how diagrammatically the p (error) is least when the 
decision boundary at a point g1(x) = g2(x). Where g1(x) and g2(x) are two 
discriminant functions. 
 

4M 

2B. Distinguish between Bayes and Naïve Bayes Classifiers. 
 

2M 

2C. Consider the data given in the following Table. We have a new sample 
money = 90, has-exams=yes, and weather=fine. Use the Naïve Bayes 

4M 

Instructions to Candidates: 
 Answer ALL the questions. 

 Missing data may be suitable assumed. 
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classifier to classify this sample as either belonging to goes-to-movie=yes or 
goes-to-movie=no. 

Money  Has-exams  weather  Goes-to-movie 

25  no   fine   no 

200 no hot yes 

100 no rainy no 

125 yes rainy no 

30 yes rainy no 

300 yes fine yes 

55 yes hot no 

140 no hot no 

20 yes fine no 

175 yes fine yes 

110 no fine yes 
 

3A. What is clustering? Why is Clustering Important? 
 

3M 

3B. Consider the two-dimensional data set of 16 labelled patterns given below. 
Let the two classes be labelled as ‘‘X’’ and ‘‘O’’. 
X : (1, 1), (1, 2), (2,1), (2, 2), (1, 5), (1, 6), (2, 5), (2, 6) 
O : (6, 1), (6, 2), (7, 1), (7, 2), (6, 6), (6, 7), (7, 6), (7, 7) 
Let (2, 3) be a test sample which needs to be classified using the NN on the 
above 16 labelled patterns after forming clusters.  
 
(i)Find its nearest neighbor to find the right class using NN method. 
(ii) Also find the centroids using clustering approach and show that clustering 
procedure can reduce the number of distance values to be computed from 
the test sample p to all the samples by using only centroids or cluster 
representatives. Also comment on extent of space optimization using only 
cluster representatives or centroids. 
 

5M 

3C. Write a note on inter and intra cluster distances with regard to optimal 
solution. 
 

2M 

4A. Define the terms Entropy and Information gain in generating decision trees? 
Which attribute is the best attribute? 
 

   

3M 

4B. Write ID3 algorithm for Decision Tree construction. Define the term bagging. 
 

3M 

4C. Write and discuss use of Backpropogation algorithm in multilayer neural 
networks. Why it is called Backpropogation? 
 

4M 

5A. Briefly explain single layer perceptron algorithm and what are its limitations 
with regard to learning of Boolean functions? 
 

4M 

5B. Discuss the working of a radial basis function network and compare radial 
basis function with multilayer neural network. 
 

3M 

5C. Write genetic algorithm and with the help of an example explain the working 
of genetic algorithm. 

3M 

 


