radars or “low” resolution radars, or some other fuzzy description of their resolution abil-
~ity. Define the following fuzzy sets on the universe of radar image resolution as measures
in melers: ‘ :
“High resolution = {i + 9 + ol + L1z b g e ! }
Deleesi g 1 3 1080

(F] 0 U D] 3 10 %30

Find membership function for the following linguistic phrases:

o . 0 0il==0:88= 0509 il
“Low resolution = ¢ — + — 4+ — 4+ — + — + -

i) Not high resolution and not low resolution
ii) Low resolution or not very high resolution
iii) High resolution and not very, very high resolution.

3]

5C. Using the inference approach, find the membership values for each of the triangular shapes
(I,R,IR,E,T) for the triangle, 80°, 75°, 25°. )
2

Figure: Q.5A

Table: Q.5A
[ Source to Hidden Layer Weights | Hidden to Output Layer Weights ]

Wyy = 0.5 Wag = 0.25
Weo = 0.2 wap = 0.45
Waz = 0.8 wis = 0:1b
wp = 0.4 wpe = 0.35
wyy = 0.6 wpp = 0.65
wpz = 0.4 wpe = 0.35
Wel = = 0.1

Wez = 0.3

Wez = 0.7
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1A. For the data set given in Table Q.1A, design a polynomial learning machines whose inner
product kernel is given by
KX X)) =i 1)?

and compute the optimum margin of separation, p for this machine.

Table: Q.1A

Input Vector, x Desired Response, d

(=1,-1) -1
(=10 il
(+1,-1) 41
(+1,+1) —1

[5]

1B. Figure Q.1B shows the signal-flow graph of a 2-2-2-1 feedforward network. The function
©(.) denotes a logistic function. Write the input-output mapping defined by this network.

. [3]

1C. What do you understand by the term credit assignment problem? Briefly explain two
types of credit-assignment problems.

2A. Consider a fully connected feedforward 5-3-2-1 network. Construct an architectural graph
for this network. Apply back-propagation algorithm to this network, and write the re-
lation for each synaptic weight after one iteration of the back-propagation algorithm.
Assume that each neuron in the network uses logistic function as the activation function.
The logistic function is defined by

2]
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[5]

Consider an exact solution of the XOR problem using an Radial Basis Function Network
(RBFN) with four hidden units, with each radial-basis function center being determined
by each piece of input data. The four possible input patterns are defined by (0,0), (0,1),
(1,1), (1,0), which represents the cyclically ordered corners of a square. Construct the
interpolation matrix @ for the resulting RBEN. Hence compute the inverse matrix &1,

3]

Prove the given statement by contradiction, ((p — ¢) Ap) — ¢.

2]

In network computing many applications involve communication between two separate
systems interconnected via a network. Two metrics of interest during the interaction of
these client-and-server systems are the “response” on the system where the user resides
(client) and the “load” on the remote system (server). Let X represent the universe of
response, X = {1,2,3,4,5}, and Y, the universe of load, ¥ = {1,2,3,4}, where lower
numbers correspond to “faster response” and “lighter load,” respectivel. Now let us define
two fuzzy variables A and B representing “average response” and “medium load” where

A 02|05 |,,1,,1,,O,',3,,| 0 and B = Q,L 077,' e 0,4E, OI
il B R R R e o e e e

i) Find the implication 4 — B, using classical approach.

ii) Now, what “degree of load” would be associated with a new fuzzy set A’ denoting
“quick response”? Let .

) SR o el 0 s fel § T e )

Using max-product composition, find B’ = A’o k. What might this “degree of load”
be called? 5]

How does learning curves gets generated for studying performance of neural networks?
Explain various types of information that can be inferred from the learning curve. 3]

What do you understand by the term indicator function? Write a functional in terms of
indicator function for the optimal hyperplane for non-separable patterns using support
vector machine. :

[2]

. Two companies bid for a contract. A committee has to review the estimates of those

companies and give reports to its chairperson. The reviewed reports are evaluated on
a non-dimensional scale and assigned a weighted score that is represented by a fuzzy
membership function, as illustrated by the two fuzzy sets By and By, in Fig. Q.4A. The
chairperson is interested in the lowest bid, as well as a metric to measure the combined

- “best” score. For the logical union of the membership function shown we want to find

the defuzzified quantity. Use centroid method to calculate the defuzzified value, 2*. [5]
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Figure: Q.4A

The Froude number, Fpg, is used to calculate whether flow in a channel is subecritical,
critical, or supercritical, and is given by the expression, I'p = v/+/gD), where v is the
velocity of the flow, D is the channel depth, and g is the gravitational constant. In
a channel with a constant depth, Fgr is a maximum when the flow is high, and Fg is
minimum when the flow is low. Suppose the flow velocity is given on a universe of non-
dimensional velocities, X = {0,20,40,60,80,100}. For the two flows given below, find
the union, intersection, and difference of the two flows.

Flow, = _]; s O_S L _0_6§ L 0'45 0.3 el 0_]
e M) 5 00 -850 00

X {O 045 0.6 0.8 095 1.0}
Flowy = ¢ —- - ——  —— .

050D U0 &0 L 100 3]

Two fuzzy sets A and B, both defined on X, are as follows: Express the following A-cut

Ll po)iiinys Lomstiaus S BB e

A U= s (a0 £ 8 () 20 ()1
3 09 07002 Q1 50

sets using Zadeh’s notation:

i) (AU B)ox
i) (AN B)os. 2]

For the data shown in accompanying table, show the first iteration of back propagation
algorithm in {rying to compute the membership values for the input variables z1, 25 and
z3 in the output region I &nd Ry. Use the network shown in Fig. Q.5A. The weights
used in Fig. Q.bA is given in Table Q.5A.

I ) &r3 R1 Rg T

L) Oibeea 2.8 050 20140)

With respect to imaging radars when we speak of “resolution,” we are referring to the “fit-
ness” of our ability to distinguish closely spaced targets. We may have “high” resolution
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