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Instructions to Candidates:

%+ Answer ALL the questions.
% Missing data may be suitably assumed.

1A. Consider a 2 input one output fuzzy system that is constructed from the following 4

rules.
a) IF x1is A1 and x2is A2THEN y is Ax.

b) IF x1 is A2 and x2 is A1 THEN y is A2 where A1 and A2 are fuzzy sets in R with

membership function

1— |ul,if —1<u<1

0, otherwise

1— Ju—1l if0osu=<2

0, otherwise

a1 (u) = { a2 (U) = {

Suppose that the input to the fuzzy system is (x1", x2") = (0.5, 0.3) and use singleton
fuzzifier. Determine the output fuzzy set and y" using Product Inference Engine and

center average defuzzifier.

1B. Differentiate between ANN and Biological Neuron. 3

1C. The figure-1C represents feedforward neural network. 3
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Figure 1C
A weight on connection between nodes i and j is denoted by wi , such as wazs is the
weight on the connection between nodes 1 and 3.
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The table-1C lists all the weights in the network:

wig =—2|wss =1
wyy =3 | wys = —1
wy =4 | wys=—1
wo = —1|wye =1

Table 1C

Each of the nodes 3, 4, 5 and 6 uses the following activation function:

1 ifv>0
p(v) = { -

(0 otherwise

where v denotes the weighted sum of a node. Each of the input nodes (1 and 2) can
only receive binary values (either O or 1). Calculate the output of the network (y5 and
y6) for the input pattern: P = [node 1, node 2] = [0,1]

Perform two iterations of Widrow-Hoff Learning rule for the following data given: 4
1 0 1
_|—2 _ |15 1 - |1
X = 0 ] Xz = —D.S] Wt = EIJ
-1 -1 0,

The desired responses for X1 and Xz are di1= -1 and d2= -1 respectively. Consider
c=1and A=1.

Design a minimum distance classifier with three classes using the following training 6
data:

. [-20] [-20 o [-20] [-20 o [20] T20
Class 1: {—l.[l} . [_3.{]] Class 2: [ L0 } , { 20 } Class 3: [l.ﬂ}] ] {—l.[]}
Given two fuzzy sets 2
04 025 0 08 1 ,_ 0,03 08 04 04
P i T 5 t B P q ¥ 5 t

Determine the following:

i) Fuzzy intersection of A and Bo.2s using Yager class with w = 2.

i) Projection of cartesian product of (A & B) on A, where Cartesian product is given
by Q(AxB) = min(A,B)
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3B. Explain “Linguistic Variable” with suitable example. Describe the significance of

“Linguistic Hedges” ?

3C. Let U={1,2,3,4}; V={1,2,3}. Suppose x € U is inversely proportional to y € V. This
can be formulated as a fuzzy IF-THEN rule given by “IF x is tall THEN vy is short”.

o 0.1 0.5 1
WhenTaII:I+T+?+;

Short==-+—+

-
r

ol

2 % . Perform Dienes- Rescher implication to interpret this rule.

4A. Compare Fuzzy Systems and Neural Network.
4B. Perform single step error-back propagation of a multilayer perceptron network for the

given data. Use n=1, A=1 and both the layers are unipolar continuous.

£ =

-1
B I I I - AR

5A. Describe the three types of associative memory with suitable examples.
5B. Design an auto-associative memory to store the following patterns:

Si=[-1111]tand Sz =[1-1-1 1t

5C. Describe the significance and role of genetic algorithm in artificial intelligence.

Table of S-Norm and T-Norm:
S-Norm T-Norm

L . .
S.la,b) =min[1,(a"+5") "] tela,b)=1—min[1,((1—a) "+ (1—-5)") "]
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