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Note:

(i) Answer all FIVE FULL questions
(it) All questions carry equal marks (4+3+3)

1.

(a) Let V be a finite-dimensional vector space over the field F and let
{a;, ay, ..., a,}be an ordered basis for V. Let W be a vector space over the
same field and let 5;, B35, ..., Bnbe any vectors in W. Then, show that there
is precisely one linear transformation T from Vinto W such that
Ta; = BJ-, j=12,..,n

(b) Let V be a vector space which is spanned by a finite set of vectors
B1, B2, .., Bm- Then, show that any two independent set of vectors in V' is
finite and contains no more than m elements.

(c) Let e beanelementary row operation and E be the m X m elementary
matrix E = e(I). Then, show that for every m X n matrix 4, e(4) = EA

(@) Let W and W,be subspaces of a finite-dimensional vector space V.
(i) Prove that (W, + W,)° = W n Wy,
(i)  Provethat (W, N W,)° = W2 + Wy,
(b) With usual notation of determinant function, show that determinant of a
triangular matrix is product of diagonal entries.
(c) Show that, with usual notation A. (adj A) = (Adj A).A = detA.I.

(a) If Aisan n X n matrix, the prove that, the following are equivalent.
(i) A is invertible
(i)  Ais row-equivalent to the n X n identity matrix.
(iii)  Ais a product of elementary matrices.
(b) If Visaninner product space, then for any vectors a, § in V, show that

(i) [Cal BI < llell IBII-

(ii) [l + Bl < llall + 1Bl
(P.T.O)



(c) If W; and W, are finite-dimensional subspaces of a vector space V, then
show that W; + W, is finite dimensional and also show that

(a) Isthere a linear transformation T from R3 into R?such that
T(1,-1,1) =(1,0)and T(1,1,1) = (0,1)?
|f al = (1,_1)”81 = (1,0) ,az = (2,_1),ﬁ2 = (0,1), a3 = (_3,2),

B3 = (1,1), is there a linear transformation T from R? into R? such that
Ta; = B;fori =1,2and3?

(b) If f is a non-zero linear functional on the vector space V, then show that
the null space of f is a hyperspace in V. Conversely, show that every
hyperspace in V is the null space of a (not unique) non-zero linear
functionalon V.

(c) For asquare matrix A, show that sum of its eigenvalues is trace of 4 and
product of the eigenvalues is determinnat of A.

. (a) Let R be the field of real numbers, and let D be a function on 2 X 2

matrices over R, with valuesin R, such that D(AB) = D(A)D(B) for all

0 1
1 0

(i) D(0) = 0; (i) D(A) = 0if A2 = 0;
(iii) D(B) = —D(A) if B is obtained by interchanging the rows (or
columns) of A.

A, B. Suppose also that D ( D #*D ([(1) (1) ) Prove the following.

(b) LetV be a finite-dimensional vector space over the field F and let Tbe a
linear operator on V. Then prove that T is diagonalizable if and only if the
minimal polynomial for T has the form p = (x — ¢;) ... (x — ¢}) where
C1, .-, C are distinct elements of F.

(c) Letn > 1 and let D be an alternating (n — 1)-linear function on
(n — 1) X (n — 1) matrices over K. Prove that for each j,1 < j < n, the
function E;defined by E;(A) = Y-, (—1)"*/A;;D;;(A) is an alternating n-
linear function on n X n matrices. Also prove that if D is a determinant
function, so is each E;.
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