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Instructions to Candidates:

% Answer ALL questions.
++ Data not provided may be suitably assumed

1A. Two models with the following AIC and Akaike weights are given. Which of the 3
two models is the best fit to the data? Justify.

Model AIC Akaike weight
Model A 0.001 90
Model B 0.5 78.9

1B. Elaborate on how the cost function of Logistic regression is estimated. Why is it 7
different from Linear regression?
2A. Apply the Apriori algorithm to the following item set for a minimum support 5

count of 2.
TID List of ltems
T100 11,12, 15
T100 12,14
T100 12,13
T100 11,12, 14
T100 11,13
T100 12,13
T100 11,13
T100 11,1213, 15
T100 11,12, 13

2B. How is Principal Component Analysis different from Linear Regression? Explain 3
using a suitable graph.
2C. What is Bagging? Describe the process of Bagging using a suitable diagram. 2

3A. Differentiate between Bayesian Decision theory and Naive Bayes algorithm. 4
Illustrate the Bayesian Decision theory using a flowchart.

3B. Describe the process of obtaining a Contour plot for the cost function estimation 6
in Linear Regression. Is the same plot obtained in case of Logistic Regression as
well? Justify.
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4A. Cluster the following dataset into two clusters using K-means algorithm.
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4B. How is Euclidean distance different from Manhattan distance? Describe using
example data.

4C. How does the Support Vector Machine algorithm find the best possible way to
split data into two clusters? Illustrate using an example.

5A. Design a neural net to predict the outputs of the following gates:
a) XOR
b) XNOR
c¢) NAND
d) NOR

5B. Given below is a dataset for properties of fruits. Totally there are 1000 fruits of

which the types are Banana, Orange and Others. Use Naive Bayes predictor to
predict that if a Long, Sweet and Yellow fruit is introduced, as the 1001°th fruit,
then it is a Banana indeed.

Fruit Leng Sweet Yellow Total
Banana 400 350 450 500
Orange 0 150 300 300

. Other 100 150 50 200
Total 500 650 BOO 1000
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