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Instructions to candidates

Answer ALL questions.
Missing data may be suitably assumed.

1A. Consider the hypothesis testing problem in which

1B.
1C.

2A.

2B.

3A.

3B.

~ 1, 0<y<1
frin,(y/Ho) = e™ fory > 0 and fy/u, (y/H,) = {0, otherwise

a. Setup the likelihood ratio test and determine the decision regions.
b. Find the minimum probability of error when Po = %%.
What do you mean by a consistent estimate? State the consistency theorem of MLEs.

Discuss Neyman Pearson criterion for hypothesis testing.
(5+3+2)

Consider a received signal Y (t) = /(2/T) cos(2rf,t) + W(t),0 < t < T, where Ts = n/f..
Given that T is an unknown positive constatnt and W(t) is AWGN, describe a receiver

schematic to estimate 1/+/T.
Given the conditional density functions

1 —(y — 4)?
fY/H1 (y/Hl) = —Zm exp <—y 3 )

1 a2
)= e ()

Find the decision regions using minimax rule. Assume uniform cost.

(6+4)

The observations under each hypothesis are given by

Hi: Yk=m+ Nk

Ho: Yk= Nk k=1,2,...K

Where Nk denotes statistically independent Gaussian random variables of zero mean and
variance o2 each and m is unknown. Obtain the generalized LRT for the given case and derive
an expression for the probability of false alarm Pk.

Show that the MMSE, MMAE and MAP estimates of a real random parameter are
respectively the mean, median and mode of conditional probability distribution of the
parameter.
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3C. Prove Parseval’s theorem for a deterministic signal.
(5+3+2)

4A. Consider the binary detection problem
Hi: Y(t) =sa(t) + W(t), 0<t<2
Ho: Y(t) =so(t) + W(t), 0<t<2
Where si(t) = — so(t) = e, and W(t) is an additive white Gaussian Noise with zero mean and
covariance function Cww (t,u) = (No/2) 5(t-u).
Draw the optimum receiver, assuming minimum probability of error criterion.
Calculate the minimum probability of error.
4B. Let Yy, Yo, ...., Yk be K independent observed random variables, each having a Poisson distr|
given by
Yk — -0 67 _
fyk/e( /g) = e S Yk 0,k=12...K
The parameter 0 is unknown.
a. Obtain the ML estimate of 0.
b. Verify that the estimator is unbiased and determine the lower bound.
(6+4)
5A. Consider the signals shown in Figure 5A. Use the Gram-Schmidt procedure to determine the
orthonormal basis functions for g, (t) k =12,34.

5B. State and prove the orthogonality principle with respect to linear transformations.
5C. Explain the Karhunen Loeve series expansion of a random process.
(5+3+2)
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