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END SEMESTER DEGREE EXAMINATION NOVEMBER 2018
Answer all the questions.

Write the steps involved in choosing the Training Experience in
designing a machine learning systems.

(6)

How will you choose the Target Function in designing a machine
learning system? Explain with example.

(4)

Obtain the most general and most specific hypotheses using Candidate-
Elimination algorithm for the training data given in the following table.

(10)

Define entropy and information gain of the system. (3)

Explain K-Fold Cross-validation technique to find the accuracy in
training and testing with suitable example.

(7)

If the Version Space contains only hypotheses with = 0.1 and 
= 0.05. Find the number of training examples "m" required for the
enjoy sports with 973 semantically distinct hypotheses.

(4)

 Obtain the equation of hMAP and hML from Bayes theorem. (6)

What is shattering a set of instances means? Give example. (7)

Define Vapnik-Chervonenkis (VC) Dimension. (3)

What is conditional probability? (2)

Page #1



a.)
b.)

7)

8)

Consider a medical diagnosis problem in which there are two
alternative hypotheses:  (1) the patient has a particular disease
(denoted by cancer)

(2) the patient does not (denoted by cancer)
Prior knowledge over the entire population of people only 0.008
have this disease. The available data is from a particular
laboratory test with two possible outcomes (positive and
negative). Furthermore, the lab test is only an imperfect indicator
of the disease. The test returns a correct positive result in only
98% of the cases in which the disease is actually present and a
correct negative result in only 97% of the cases in which the
disease is not present. In other cases, the test returns the
opposite result. Suppose, a new patient is observed for whom the
lab test returns a positive result. Should you diagnose the patient
as having cancer or not?

(8)

Training data given in the table below is classifying days
according to whether someone will play tennis or not.

This table provides a set of 14 training examples of the target
concept PlayTennis, where each day is described by the attributes
Outlook, Temperature, Humidity, and Wind.
 
Use naive Bayes classifier and the training data from this table to
classify the following novel instance:
 (Outlook = sunny, Temperature = cool, Humidity = high, Wind =
strong)

(10)

(10)
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9)

10)

Write the principle of Instances Based Learning and Case-Based
Reasoning methods.  Explain the learning process of Case-Based
Reasoning with suitable example.    

Find one principal component (PC) for the data showing
relationship between numbers of hours studied against the marks
received.    

(10)

Write a short note on the following Ensemble methods with
example 
a). Bagging                                               (3 Marks)
b). Boosting                                              (3 Marks)
c). Stacking                                              (4 Marks)

(10)

-----End-----
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