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Instructions to Candidates:

+* Answer ALL the questions.
+ Missing data if any may be suitably assumed.

1A. Given the training set of size m x rn and the output vector y, derive the value of the 5

parameter 8 that minimizes J(8) for linear regression. Compare the two ways used
to obtain 8.
1B. The assumptions made in Naive Bayes help in reducing the complexity of the 3

problem. Explain and obtain the probability distribution of predicting if the new
mail received is spam or not. '

1C. How does Newton’s method help in maximizing the value of £(8) _ 2

2A. Given the primal optimization problem for finding the optimal margin classifier as 5
. 1 2
mify pp 5wl
st P+ 21 i=1,..,m
Get the expression for w (width) and b(bias) using the optimization problem.
) 2B. Write an algorithm for forward search during feature selection. Compare it with 3
c backward search algorithm.

! 2C. Distinguish between batch learning and online learning. Specify the predictions and 2
update rules that are used in the perceptron algorithm.

3A. Given the training error £(3) = XieiZj » hypothesis with smallest training 5
error, m the number of training examples, Z a Bernoulli random variable with sample
distribution (x, y) ~ D and Z = 1{hi(x) # y}, obtain the expression &(;) <

(Fe(h) ) + 2 J%logza—k in the case of finite hypothesis class
H with k hypotheses. S

3B. Given that x represents a training example of size m and z the hidden variable having 3
different (mixture) Gaussians distribution from which x is obtained. The joint
distribution of p(x®, ") with log likelihood is given as
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3C.

4A.

4B.

4C.

SA.

5B.

5C. InICA, “There is some inherent ambiguities in the mixing matrix because of which
it is impossible to recover the original sources s@, given only the combined dataset
x@”, Give reasons.
{
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@ uE)=Y" logp(xD|z®; 1,2 ) +1logp(z®;¥). Write the EM
algorithm to compute the parametcrs and compare it with Gaussian where the values.

of z¥ are known.
Does the k-means algorithm guarantee to converge? Justify.

In order to fit the parameters of the model p(x, z) to the data, the log likelihood is
given by £(8) = X%, logp(x; 8). With z as a latent variable and x as the training
set with m training examples, construct a lower-bound on €, and then optimize that
lower-bound . Write the steps involved in the EM algorithm to find the maximum
likelihood estimate of the parameter 8.

Map the parameters b(y), n, T(y) and a(n) of the generalized expression of the
exponentlal family with that of i) Bernoulli’s ii) Gaussian iii) Poisson with

distribution p(y|4) = -—exp(ylogil A)

Given the unit vector u and x the points in the dataset, how do you maximize the
variance of the projection of x on to u, Obtain the relation for the principal eigen
vector of the covariance matrix. Specify why is it a dimensionality reduction
algorithm.

Obtain an expression for optimal value function and optimal policy given the tuple
(S,A,{Psa},y.R) as defined in the Markov decision process.

Given the joint distribution of (x, z) where z is the latent random variable such that
z~ N(0, I}, € ~ N(0O,¥), x =1 + Az + ¢ where the vector u €R", the matrix

A € R™¥ the diagonal matrix 1p €R ™", £ and z are independent and k<n. Obtain the
expression for £( p, A, ).
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