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  FIFTH SEMESTER BTECH. (E & C) DEGREE END SEMESTER EXAMINATION    

   MARCH 2021 

SUBJECT: ANALOG AND DIGITAL COMMUNICATION (ECE -3151)  

 

TIME: 3 HOURS                                                                                                 MAX. MARKS: 50 

Instructions to candidates 

● Answer ALL questions. 

● Missing data may be suitably assumed. 

● Use erfc table if required 

   

1A. Power spectral density of a signal g(t) is given by 𝑆𝑔(𝑓) = {
𝑓 + 1, 𝑓 < 0
1 − 𝑓, 𝑓 ≥ 0

. 

Determine a) the autocorrelation function b) Average power of the signal g(t). 

1B. A signal with frequency ranging from 1KHz to 3KHz is applied as an input to a two stage 

SSB modulator. The carrier frequencies are 100KHz and 10MHz for stage 1 and 2 

respectively. Determine 

i. The spectrum of the outputs after each block. 

ii. Define the pass band and guard band of the filters required so as to get SSB output in 

the highest possible band. 

(5+5) 

2A. A device has an input-output relation,  𝑥 = 𝑎𝑖 + 𝑏𝑖2  where i is input and x is output.  Obtain 

an expression for an AM signal using this device. Draw the block diagram for the same by 

giving proper frequency and amplitude specifications for each block. 

2B. Explain the need of multipliers and a mixer in an FM transmitter using indirect method. 

The output FM is expected to have a carrier frequency, fc=150MHz   and frequency 

deviation=100KHz. If the oscillator frequencies are 10MHz and 1MHz, find the 

multiplication factors of the multipliers. Write down the output frequency and frequency 

deviation after each block. Input signal has a frequency of 200Hz and modulation index for 

the narrowband FM is 0.2. 

(5+5) 

3A. For the signal shown below: 
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Using Gram Schmidt orthoganalization procedure 

i. Find the orthonormal basis functions 

ii. Draw the signal space. 

iii. Represent the signal as vectors. 

Reg. No.           
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3B. Design a matched filter for the following signals 
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Assuming a noise free channel sketch the estimated output signals y1(t) and y2(t) of the 

matched filter receiver for each of the following case 

i. If the transmitted signal is s1(t)                 ii. If the transmitted signal is s2(t) 

(5+5) 

4A. A sinusoidal signal, 𝑥(𝑡) = 𝑐𝑜𝑠 (𝜋𝑡)  is sampled at 5 samples per second and quantized 

using memoryless mid-tread quantizer of step size 0.2V. 

i. Draw the transfer characteristic of the quantizer properly indicating peak to peak 

excursion and overload voltage level values. 

ii. Tabulate the output of the sampler and the quantizer for one cycle of the input. 

iii. What is the average information content of this quantizer output if only given 𝑥(𝑡) is 

the permanent input signal. 

iv. What will be the maximum average information content of this quantizer output if any 

message signal ranging from -1V to +1V, as input the sampler? 

4B. A computer puts out binary data at the rate of 56Kbits/sec. The computer output is 

transmitted using a baseband binary PAM system that is designed to have a raised cosine 

spectrum. Determine the transmission bandwidth required the following roll off factors: 

i. 𝛼 = 0.25            ii. 𝛼 = 0.75 

(7+3) 

5A. Binary data are transmitted over a bandpass channel at the rate of 106 bits per second and 

the power spectral density of the noise at the receiver input is 10−10 watts/hertz. Find the 

average carrier power required to maintain the average probability of error 𝑃𝑒 ≤ 10−4 for 

coherent binary (i) FSK and (ii) BPSK. Compute the required channel bandwidth. 

5B. A discrete memoryless source has an alphabet of 8 symbols in which one of the symbols is 

emitted with the probability 0.3 and rest of the symbols are equiprobable. Construct a 

minimum variance Huffman Code and Compute its efficiency and redundancy. 

(5+5) 
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