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1A. 
Describe how User Interaction is an issue in Data Mining. 1 1 1 

 1. Interactive mining: The data mining process should be highly interactive. Thus, it is 

important to build flexible user interfaces and an exploratory mining environment, 

facilitating the user’s interaction with the system. A user may like to first sample a set of 

data, explore general characteristics of the data, and estimate potential mining results. 

Interactive mining should allow users to dynamically change the focus of a search, to 

refine mining requests based on returned results, and to drill, dice, and pivot through the 

data and knowledge space interactively, dynamically exploring “cube space” while 

mining. 

2. Incorporation of background knowledge: Background knowledge, constraints, rules, and 

other information regarding the domain under study should be incorporated into the 

knowledge discovery process. Such knowledge can be used for pattern evaluation as well 

as to guide the search toward interesting patterns. 

3. Ad hoc data mining and data mining query languages: Query languages (e.g., SQL) 

have played an important role in flexible searching because they allow users to pose ad 

hoc queries. Similarly, high-level data mining query languages or other high-level 

flexible user interfaces will give users the freedom to define ad hoc data mining tasks. 

This should facilitate specification of the relevant sets of data for analysis, the domain 

knowledge, the kinds of knowledge to be mined, and the conditions and constraints to be 

enforced on the discovered patterns. Optimization of the processing of such flexible 

mining requests is another promising area of study. 

4. Presentation and visualization of data mining results: How can a data mining system 

present data mining results, vividly and flexibly, so that the discovered knowledge can be 

easily understood and directly usable by humans? This is especially crucial if the data 

mining process is interactive. It requires the system to adopt expressive knowledge 

representations, user-friendly interfaces, and visualization techniques. 

(each point carries 1M) 

 

  

1B. Explain any four architectural types of Data Warehouses. 4 1 2 

Instructions to Candidates: 

 Answer ALL FIVE questions. 

 Missing data may be suitably assumed. 

A Constituent unit of MAHE, Manipal 
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 Centralized Data Warehouse 

This architectural type takes into account the enterprise-level information requirements. An 

overall infrastructure is established. Atomic level normalized data at the lowest level of 

granularity is stored in the third normal form. 

Independent Data Marts 
This architectural type evolves in companies where the organizational units develop 

their own data marts for their own specific purposes The data marts are independent of one 

another. As a result, these different data marts are likely to have inconsistent data definitions 

and standards. Such variances hinder analysis of data across data marts 

Federated 

Some companies get into data warehousing with an existing legacy of an assortment of 

decision-support structures in the form of operational systems, extracted datasets, primitive 

data marts, and so on. For such companies, it may not be prudent to discard all that huge 

investment and start from scratch. The practical solution is a federated architectural type 

where data may be physically or logically integrated through shared key fields, overall global 

metadata, distributed queries, and such other methods. 

Hub-and-Spoke 

Similar to the centralized data warehouse architecture, here too is an overall enterprise-wide 

data warehouse. Atomic data in the third normal form is stored in the centralized data 

warehouse. The major and useful difference is the presence of dependent data marts in this 

architectural type. Dependent data marts obtain data from the centralized data warehouse. 

The centralized data warehouse forms the hub to feed data to the data marts on the spokes.  

Data-Mart Bus 
This is the Kimbal conformed supermarts approach. You begin with analyzing requirements 

for a specific business subject such as orders, shipments, billings, insurance claims, car 

rentals, and so on. You build the first data mart (supermart) using business dimensions and 

metrics. These business dimensions will be shared in the future data marts. The principal 

notion is that by conforming dimensions among the various data marts, the result would be 

logically integrated supermarts that will provide an enterprise view of the data.  

(any 4 may be explained. Each point carries 1M) 

 

  

1C. 
With the help of a diagram explain the Star Schema Data Model 2 

2 2 

 It consists of the orders fact table shown in the middle of the schema diagram. Surrounding 

the fact table are the four dimension tables of customer, salesperson, order date, and product. 

The users in this department will analyze the orders using dollar amounts, cost, profit margin, 

and sold quantity. This information is found in the fact table of the structure. The users will 

analyze these measurements by breaking down the numbers in combinations by customer, 

salesperson, date, and product. All these dimensions along which the users will analyze are 

found in the structure. The STAR schema structure is a structure that can be easily 

understood by the users and with which they can comfortably work. The structure mirrors 

how the users normally view their critical measures along their business dimensions. 1M 
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(Figure 1M) 

2A. With the help of an example describe the general principles and method of application of 

Type 2 changes to Data Warehouses 
5 2 1 

 Here are the general principles for this type of change: 

† They usually relate to true changes in source systems. 

† There is a need to preserve history in the data warehouse. 

† This type of change partitions the history in the data warehouse. 

† Every change for the same attribute must be preserved. 

(each point carries 1/2M. 1/2X4=2M) 

Applying Type 2 Changes to the Data Warehouse  

Figure 11-3 shows the application of type 2 changes to the customer dimension table. The 

method for applying type 2 changes is: 

† Add a new dimension table row with the new value of the changed attribute. 

† An effective date field may be included in the dimension table. 

† There are no changes to the original row in the dimension table. 

† The key of the original row is not affected. 

† The new row is inserted with a new surrogate key. 

(each point carries 1/2M. 1/2X5=2.5M) 

 
Figure 0.5M 

 

  

2B. With the help of a diagram describe the steps involved while using replication to capture 

changes to source data 
3 

2 1 
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 Identify the source system database table 

† Identify and define target files in the staging area 

† Create mapping between the source table and target files 

† Define the replication mode 

† Schedule the replication process 

† Capture the changes from the transaction logs 

† Transfer captured data from logs to target files 

† Verify transfer of data changes 

† Confirm success or failure of replication 

† In metadata, document the outcome of replication 

† Maintain definitions of sources, targets, and mapping 

 
(Steps 2M. Figure 1M) 

 

  

2C. Describe any 4 strategies for Data Transformation 2 2 1 

 

 
(any 4. Each point carries 1/2M. 4x ½=2M) 

 

  

3A. For the given dataset, assuming minimum support is set to a value of 2, find all frequent 

itemsets using the FP-Growth algorithm. Show the detailed steps by constructing the 
5 

3 6 
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Conditional (Sub-)Pattern Bases and also show the conditional FP-tree associated with the 

conditional node I3 using pictorial representation. 

 
 

 

 
(Generating Conditional Pattern Base -2M,  FP-Tree-2M, pictorial representation of 

conditional FP tree for I3-1M) 
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3B. For the dataset shown in question 3A find all frequent itemsets using Vertical Data Format 3 3 6 

 

 (each table carries 1M. Total 3M) 

 

  

3C. With the help of an example describe any 2 pruning strategies involved in mining Closed 

Itemsets 
2 3 1 
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(any 2 may be explained. Each method carries 1M. Total 2M) 

 

  

4A. Consider the following figure showing a multilayer feed-forward neural network. Let the 

learning rate be 0.9. The initial weight and bias values of the network are given in Table 1, 

Classify the tuple, X =(1, 0, 1) with a class label of 1 using Backpropagation algorithm. Show 

all steps in detail for the first iteration. 

 

 

5 

3 4 
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(calculating input and output-2M, calculating error at each node 1M, calcualting weight and 

bias updation 2M. Total 5M) 

 

  

4B. Describe how Sampling and Dynamic Itemset Counting techniques can help in improving the 

efficiency of Apriori Algorithm 
3 3 1 
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(sampling 2M, Dynamic Itemset Counting 1M, Total 3M) 

 

  

4C. Write an algorithm for classifying tuples using Backpropagation algorithm 2 4 4 
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5A. With the help of a diagram explain how clustering can be carried out using k-medoids 

clustering 
4 5 2 
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(explanation 3M, Figure 1M) 

5B. With the help of a figure explain the working CHAMELEON for clustering data. 4 5 2 

 

 

 
Explanation 3M, Figure 1M 

 

  

5C. With the help of a diagram describe how Support Vector Machines classify data when data 

are linearly separable 
2 

4 4 
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(Figure 0.5 M. Explanation 1M) 

 

  

 


