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Instructions to Candidates:

e Answer ALL the questions.
e Missing data may be suitably assumed and justified.

Q. No

Question

BL

la

Consider the confusion matrix obtained for binary classification
problems. Highlight the significance of each cell in the matrix. Compute
Precision, Recall, and F1 score from the matrix.

1b

The following figures show the fitting curve for the regression model of
the corn production training dataset. The curve shown using an arrow
mark indicates the problem associated with the model. Classify the
problem faced by the algorithm and suggest an alternate solution to
improve the model.
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2a

Highlight the importance of learning rate and other hyperparameters in
logistic regression.

2b

Demonstrate how SVVM can be used to solve the non-linear classification
problem.

3a

Name four activation functions used as a key ingredient in training
multi-layer perceptron with a neat diagram.

How many neurons do you need in the output layer if you want to
classify email into spam or not? What activation function should you use
in the output layer? If instead, you want to tackle MNIST, how many
neurons do you need in the output layer, and which activation function
should you use?

2,4

3b

A sample dataset below shows the features to identify whether each one
Is interested in the event or not.

4,5
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Target variable Categorical variable
interested | invited | birthyear | gender | timezone lat ing
1 1] 1994 Male 420 -B.357 106.362
1 0 1976 Male =240 43655 =79.419
1 1] 1980 Male =480 33.888 |-118.378
1 (1] 1980 Male =480 33.846 |=-117.977
1 1] 1994 Female 420 =T 265_ _112 743 L.
1 0 1986 Male |-480 ([NaN | NaN ) | Missing data
1 0 1984 Male | -420 33493 | -111.934
h. ~ A ~ A ~
Selection data User data Event data
Which method is suitable to find the missing data (latitude and
longitude) in the table. Explain the recommender system whether the
user is interested to attend the event or not after filling the missing
values with proper mathematical background. Arrange the features in
decreasing order to decide the interest of a user to attend the event.
4a The table below shows the LeNet 5 Architecture. 4 2,4 |45
Layer Type Maps Size Kernel size Stride Activation
Out Fully connected — 10 - - RBF
F6 Fully connected — 84 - - tanh
C5 Convolution 120 1 =1 5x35 1 tanh
S4 Avg pooling 16 S5x5 2x2 2 tanh
C3 Convolution 16 1010 5%35 1 tanh
S2 Avg pooling 6 1414 2x2 2 tanh
C1 Convolution 6 28%x28 5x5 1 tanh
In Input 1 32x32 - - -
Analyze the significance of the layer and compute the number of
parameters required.
4b How do you build your own CNN from scratch and try to achieve the 4 2,4 | 5,6
highest possible accuracy on MNIST?
5a Can you name the main innovations in AlexNet, GoogleNet, and ResNet 4 2,4 |45
compared to LeNet-5?
5b Consider the train and test curve as shown in the Fig Q10. 4 24 |45
Training curves Test Curves
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ResNet Architecture came up with a solution to overcome the problem
faced due to the high number of layers. Analyze the skip connections
used in the architecture to overcome the problem.
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