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Answer all the questions.

Instructions to Candidates: Answer ALL questions Missing data may be suitably assumed

R The marginal distributions of Gaussians are themselves Gaussians, and as per the defi- ©
n nition of the multivariate Gaussian distribution, it is known that zq|ze ~ A (H1j2, L),
where \
faje = p + L1227 (12 — o)
=4
Yip =X — XX By

In a factor analysis model, assume a joint distribution on (r, z) as follows

2~ N(0,1)
zlz ~ N+ Az, ¥)

where u € R®, A € R™F¥, and the diagonal matrix ¥ € R™", (k < n). Derive the
expression for the log likelihood of the parameters [(p, A, ¥).

8  For ordinary least squares problem, we fit #7 2, and the batch gradient update is given by ©
L
0:=0+a E (v — §7z®),
i=1
Consider ¢ : R®™ — RP be a feature map that maps attribute z € R™ to factor ¢(z) € RP.
Apply the kernel trick to the batch gradient and derive the result for the parameter
update.
C) Define the following: 2
i. Empirical error
ii. Empirical risk minimization.
2) Describe various types of ambiguities in context of independent component analysis. (5)
A)
B) Describe the following event models for text classification: (3)
i. Multi-variate Bernoulli event model
ii. Multinomial event model.
©  Assume that the input feature z;, j =1,...,n are discrete binary-valued variables such @
that z; € {0,1} and = = [117a,...,7,]. For each training example "), assume that
the output target variable y') € {0,1}. Now, consider the Naive Bayes model, given
the above context. This model can be parametrized by ¢;,—0 = p(z; = lly = 0),
djly=1 = p(xz; =1ly = 1), and ¢ = p(y = 1). Write the expression for p(y = 1|z) in terms
e g A e e &
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UL Qjly=0; @jly=1, Sl @y

Suppose you are given a dataset {(z® y¥;i = 1,...,m)} consisting of m independent ©
examples, where (!} € R" are n-dimensional vectors, and y*) € {0,1}. You will model
the joint distribution of (z,y) according to:

p(y) = ¢*(1 - ¢)' ™

—t

1 Ty—1
p(IW:U):WﬂP(——(' — o) X (T—#ﬂ))_

1
p(zly=1) = WOXP ( =

|l I ]

(z = m)'T Nz - m))

Suppose you have already fit ¢, pg, 141, and X, and now want to make a prediction at some
new query point r. Show that the posterior distribution of the label at r takes the form
of a logistic function, and can be written as

_ 1
Py =1z;0, %, po, 1) = ;
1+ exp(—6Tx)
where # is some appropriate function of ¢, X, pg, 111
Describe the following: (3)
i. Cross validation
ii. K-fold cross validation
iii. Leave-one-out cross validation.
Write the algorithms for value iteration and policy iteration. (2)

Assume that the target variable and the inputs are related via y'¥ = §7z" 4+ ¢ where ©®
€? is an error term that captures either unmodeled effects or random noise. Further,
assume that ) ~ A(0,0?), and the density of € is given by

. 1 (92
p(e®) = —_Qrge &

Using these probabilitic assumption on the data, show that the least-square regression
corresponds to finding the maximum likelihood estimate of 4.

Consider a modified algorithm, called the Support Vector Regression algorithm, which ©
can be used for regression with continuous valued labels y € R. Suppose we are given a
training set {(z®,y'9);i = 1,...,m}, where () € R™! and y € R. We would like to
find a hypothesis of the form hy 3(z) = w’ 2 +b with a small value of w. Our optimization
problem is

w][?

min 1|
wh 2
st. @ —wlz® —p<e i=1,....m
wie® 40—y <e, i=1,...,m
where € > 0 is a given, fixed value.
i) Write the Lagrangian for the given optimization problem. Use two sets of Lagrange

multipliers «; and [3;, corresponding to the two inequality constraints, so that the
Lagrangian would be written as £(w, b, ., 5).

1) Derive the dual antimization nrahlam

Page 2 of 3



B T e S e

Briefly explain the filtering method for feature selection. (2)

Explain the concept of functional and geometric margin in reference to Support Vector Machine (SVM). Pose an optimization problem in terms of (5)
geometric margin such that its solution gives the optimal margin classifier.

The regularized least squares has cost function ©)
10) = 2370 -y + 2oy
Y B ' 2 '

Use the vector notation to find a closed-form expression for the value of @ which minimizes
the given cost function.

Write the pre-processing steps before applying PCA. (2)
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