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1A. Justify how the diversity of the database is a challenge in Data Mining 4 1 1,3 2 

1B. Compare the advantages and disadvantages of Top Down and Bottom Up 

construction of a Data Warehouse 
4 1 1,3,5 2 

1C. Present a detailed outline of any 4 characteristics of the Fact table in a Star 

Schema model 
2 2 2,3,5 2 

2A. Using an example summarize the general principles and method of 

application of Type 1 changes to Data Warehouses 
5 2 2,3,5 1 

2B. With the help of a diagram justify how Deferred Data Extraction is carried 

out in Data Warehouses. 
3 2 1,4,5 1 

2C. Using suitable examples examine the different types of Data Smoothing 

techniques in Data Mining 
2 

2 2,4,6 1 

3A. For the given dataset, assuming minimum support is set to a value of 

2, find all frequent itemsets using the Apriori algorithm 

5 3 2,3,5 6 

Instructions to Candidates: 

❖ Answer ALL FIVE questions. 

❖ Missing data may be suitably assumed. 
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3B. Justify how the Apriori Property is used in the Apriori algorithm for mining 

frequent itemsets 
3 

3 2,3,5 6 

3C. Design the FP-Growth algorithm for mining frequent itemsets without 

candidate generation. 
2 3 1,3 1 

4A. For the following dataset generate the splitting attribute using Information 

Gain. 

 

5 

4 1,3 4 

4B. With the help of a diagram justify how Partitioning technique can help in 

improving the efficiency of Apriori Approach of mining Frequent Itemsets. 
3 3 2,4,5 1 

4C. Present a detailed summary on how the BOAT algorithm handles the 

scalability of Decision Trees 
2 4 3,4,5 4 

5A. Using sufficient illustration outline the working of DBSCAN clustering 

technique 
4 5 3,5,6 2 
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5B. With the help of a diagram present a detailed break down of the steps 

involved in BIRCH algorithm for hierarchical clustering of data. 
4 

5 4,5 2 

5C. Using proper illustration outline the working of the k-nearest neighbor 

classifier 
2 

4 4,5 4 

 

 

 

 

 


