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1A. | Interpret the following Graph 1 for the proper classification? What| 3M
kind of issue will provide the novel result. lllustrate.
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1B. | With the neat schematic representation, Describe the process of | 5M
pattern classification system.
1C. | Describe prior knowledge and model selection with an example. 2M
2A. | Show the calculation of normal density in univariate and|5M
multivariate density in pattern classification.
2B. | Define the term dichotomizer. Write the decision rule and derive | 3M
the minimum error rate discriminant function for dichotomizer.
2C. | Interpret the following Graph 2 and write the observation for|2M
obtaining a proper classifier which classifies the regions based on
the likelihood ration for the distributions shown.
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3A. | Derive the equation for the direct generalization of the multivariate | 4M
normal case where the covariance matrix and mean is unknown.

3B. | Summarize the basic assumptions for the Bayesian approach where | 3M
the unknown density can be parameterized.

3C. | Discuss the source of classification error for maximum likelihood | 3M
and Bayes method.

4A. | In the non-parametric technique, outline the conditions required to | 3M
estimate the density function.

4B. | Derive the equations for asymptotic nearest neighbour error rate in | 4M
K-nearest neighbour approach.

4C. | Discuss the computational complexity of the nearest neighbour| 3M
algorithm in space and time complexity and what algorithmic
techniques is used to reduce the computational complexity in
nearest neighbour search.

5A. | Describe the process involved in finding the hyper plane with the| 4M
largest margin in Support Vector Machine.

5B. | Describe with the neat diagram the architecture of a|4M
probabilistic neural network. lllustrate with an example.

5C. | lllustrate with an example Fuzzy Classification. 2M
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