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Answer all the questions.

1)

3)

6)

[10 points| [TLO 1.1, CO 1] Suppose we have 107 samples corresponding to 3 ontput labels and that each sample is a 3 x 28 x 28 color (10)
image. If we apply the softmax algorithm to this data, what are the dimensions of the following quantities assuming that the bias-trick
pre-processing has been performed:

» Data matrix:

» Weight matrix;

* Probability matrix;

o Adjusted probability matrix;

» Total average data loss;

e Regularization loss;

o Gradient of total loss w.r.t. the weight matrix?

(10)

(10 points] [TLO 1.2, CO 1] Consider the following dataset for binary classification:
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y =1, ¥ =0, y® =0.
Calculate the SVM loss using bias-trick for the following weights and bias values:

[0 -04 0
W=lo5 —03 y 0= 0

[10 points] [TLO 3.2, CO 3] Consider the same dataset, weights, and bias values from the previous problem. Calculate the Softmax loss (10)
using a regularization strength of 0.3.

[10 points] [TLO 2.2, CO 2] Using the same setup from the previous problem, perform one step of gradient descent with learning rate = 1072, (10)
Round all nnmbers to 2 decimal places.

(10)

[10 points] [TLO 1.2, CO 1] For a particular binary classification task, your friend modifies the logistic regression loss function as follows:
L=a [—H log {Hi:l}] -8 I[l —y)log (1 - lf:il}- .

where the model has one input layer and one output layer that is sigmoid-activated. Note that yvour friend introduces the (unknown)

coeflicients o 'rl!'l[l ||3 Th;lT h;ll't' to be f'llu*—fllt]ﬁ] |'L]~;|- any |l}'|:1"|'1n11'.'1lt11-tl-l'. What kil|[| nf Y h'ltmi'_\.' E']'rl.‘i!\llﬁl'illjllll task lllllg]IT vour fl"lt'lll] he

solving? Give a simple problem setup and reasonable values for the two parameters.

[10 points] [TLO 3.1, CO 2] A Siamese nenral network consists of twin networks which accepts distinct inputs but share the same weights. (10)
The outputs of the twin networks are usually joined later on by one or more layers. The following image shows such a network with a pair
of distinct 'I't]pllT .-L;ml]}l[‘.ﬁ J'I;I and .r':;l both of which are of size 4 x 1:
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Note the following:

. .c_[j’ and ;rf,il together constitute the ith input sample for the network;

¢ the weights for the first hidden layer is the same (W) as shown in the blue regions;

e Relll activation is used in the hidden laver and sigmoid activation is used in the output layver.
Fill in the question marks below for the forward propagation for the ith sample leading to the loss L;:
rl1) 0 1

7 = Wilg) 4+ ol

ay =7,

2 = whlx 747,
7 = ReLU (M)
7= ﬂ!il - ﬂl_.}'t_

=7 x gl 4 p,

ﬂljl :‘_’_

Li=—-(y"x? +(1-7) x log (1 — a)).

7 [10 points] [TLO 3.1, CO 2] For the Siamese neural network in the previous problem, draw a tree diagram starting with L; on the top and (10)
ending with the weights 11" and bias ' by clearly showing the intermediate variables,

8) (10)
[10 points] [TLO 3.2, CO 3] Using the tree diagram for the Siamese neural network in the previous problem, we want to compute the
F;i.'ﬂ.di.‘?llt V“Jm(L,]'.

* The gradient V(L) ends up being a combination of quantities as follows:
T » Dy = I - T x Dg = ‘_‘{_J ®x A xconstant.
Iudxtensor  $w Smntrix B B=mintrix Exdxd-tensor  gocfematrix 0 demiatric B l-mntrix
Match the following with the quantities in the expression above:
(1) Fyn () @) Foen () 3) T (*) () Vo (L) 5) T (@) (€ T g () (D) T 00 () 9) g0 (o).
: . [1 [1} i
e Compute all the gradients except Vi [ 2 ) and Vi | 2g' ) . and use fact that
: T
Vot {z{{lm H) x vector = Vypn) (H"[”If{}n, o bna) bl R (;z-'f:‘m ﬂ)
to fill-in the missing entries below:
? T ?
2 oy T
Tym(Ly) = |0 ? i ? P (0* (=) (? = (-"-‘[;;h) ) :
L 1
v v () -1()
(10)

9) [10 points] [TLO 4.1, CO 3] In the schematic given below for batch processing, fill in the question marks in the red boxes:

umber of samples = 11
umber of iterations = 10
tch size = 3

The instation LW )y means L ovadiatod at W which rejpreseiits indtinl weights
w { iy

4 PP VO,

Tteration number 1:
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(710 0 B - T
:l[ze:a;;on o L2 Cradient: Ty (L) = _—l"il‘.-n:i__u + Tir(La) + !.*“{,”|

F L
Hteration number 3: anul 7
(8 5 2] \ Upalate: W o W%t V()| = W .‘[:.Iu;'..u._r.v,,um + Vwilal] }
fteration number 4: =
[4 9)

-

P
Epoch 2: Lass: L = i\l~+.‘.l + La) B

fteration number 5:
[3 7 5]

fteration number €:
(8 4 9]

[teration number 7:
[ 2 10 &)
fteration number 8:
[0 1)

arnl

Gradient: Ty (L) = %[tn {Le) + Fu{La) + T (La)

i
anwd

Updste: W m W —a V(W) = W7 r-(;-l'llv-,-nfi.| o Tl Ly )+ Tl L)) :]
wh

Il'"—a[:lslf..lb_l-?“ljl...|rfu[1.,jl )—r\(il':ul:[q?-'-‘nlhl'fnlh."l J
. W " w

fteration number 9: I Update: W= W07 I I\“u: is thee upadate W' = W=7 if hateh size = nusmber of samples = 11 amd samber of iteratons = l'.']
[ 9 & 10]

fteration number 10:
[4 8 3]

10) (10)

(10 points] [TLO 4.2, CO 4] An anteencoder is a neural network designed to learn feature representations in an unsupervised manner.
Unlike a standard multi-laver network, an autoencoder has the same number of nodes in its ontput layer as its input layer. An antoencoder
is trained to reconstruct its own input, that is, to minimize the reconstruction error. A simple autoencoder architecture is shown below:

Inpat Hidden Output
layer layer layer

e Assuming that the input sample is £, write down the forward propagation equations starting with =" and ending with the loss L,.
Since the loss measures how well the sample ' can be reconstructed, find a simple expression for it involving a/®! and z.

e The gradient descent update for WU can be written as:
W = Wil 4 o (= Dy (L))
Wil _q [n. x (W) x D, x 2 (a® - j,-m}] (=7,

) 0-e() o :
o T e -e) o
oy o)
i[OG
| : ST e (o)

Using this, answer when can slow learning happen? That is, when does W get updated very slowly?

where D
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