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1)

5)
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["] pnillfﬁ] [Tl,‘:} 1.2 CO .'{] Consider the state space S = {.»q,.\':} and action space A = {ul.u-_,_u;‘}. Draw a 1-level }Ii—lt'kl]ll |1i;‘l:§l‘nlll (10)
starting from the state-action pair (s;,a;) by clearly showing the branch probabilities. Use that backup diagram to write an expression for

g=(51,a1).

[10 points] [TLO 1.2, CO 3] Cousider a solar-powered antonomons rover that operates on a slope. The rover can be in one of the following (10)
three states: low, medium, and high. The rover has a motor that can spin its wheel at the expense of 10 units of energy per time step.

If the motor spins the wheel, the rover moves to the next higher state in one time step; for example, [low—medium] or
imr-rhum —LFH_:_;fr]. If the rover is u]l\'ml_\.' at the state Fu_rplr and the motor .‘Glii[]!—i the wheel, it remains in that state forever,

If the motor does not spin the wheel, then the rover moves to the next lower state; for example, [medium—s low| or [high— medium].

If the rover is already at the state fow and the motor does not spin the wheel, it remains in that state forever.

Being medium or high on the slope, the rover gains 5 units of energy per time step from its solar panels as it gets exposed to sunlight. The

rover gains no energy while being low on the slope. The objective is for the robot to gain as much energy as possible.

Fill the entries in the table below:

| LS a 5 T(s,a,5) . R(s,a.5")
i low spin medium I
| low ne spin low
| medinm  spin high
H'”’l'.“ﬂ]'” no .\"PH'J f!”l'
high spin Tigh
| high  ne spin - medium

[10 points] [TLO 2.1, CO 2] Continuing from the previous problem, draw three 2-level backup diagrams with each one of them starting  (10)
from the states low, medium, and high, respectively. The levels of the backup diagrams should represent the start state, actions, and the

end states with the appropriate policy and transition probabilities written over the branches.

(10 points| [TLO 2.1, CO 2] Continuing from the previous problem, consider the following policy:

7 (spin | low) = 0.95,

7 (spin | medium) = 0.85,

7 (no spin | high) = 0.8.

(10)

and a discount factor of 4 = 0.9, Start with zero initial values for v, (low), v.(medium), and v.(high). Use the backup diagrams from the
previous question to run two iterations of policy evaluation to evaluate the policy above. Report the updated values of the three states.

[10 points] [TLO 2.1, CO 2] Continuing from the previous problem, suppose we want to evaluate the optimal values of the states. Recall  (10)
the value iteration procedure, where we initialize all state values v(s) to zeros and update the values of the states while simultaneously

storing the optimal policy(ies) as follows:

Page 1 of 3



6)

7)

8)

v(s) = max LZ T(s,a,s) (R{s,a, 8)+yv(s))
= Lves

Run two iterations of the value iteration procedure and fill in the entries in the table below:

Low

Medium

High

Iteration Spin

No spin

Spin

No spin

Spin

No Spin

1
2

[10 points] [TLO 2.1, CO 2] For the solar-powered rover from Question-2, suppose running the value iteration procedure results in the

following table:

Low Medium High
Iteration|  Spin No spin Spin No spin Spin No Spin
1 -1.00 0.00 2.00 3.00 2.00 3.00
2 1.40 0.00 4.40 3.00 4.40 5.40
3 2.62 1.12 6.32 4.12 6.32 6.52
4 4.06 2.02 T.22 5.02 T.22 8.06
5 4.77 3.24 8.44 6.24 8.44 8.77
6 5.76 3.82 9.02 6.82 9.02 9.76
T 6.21 4.60 9.80 7.60 9.80 10.21
8 6.84 4.97 10.17 7.97 10.17 10.84
9 7.14 5.47 10.67 B.47 10.67 11.14
10 T.54 5.71 10.91 8.71 10.91 11.54
20 8.64 6.88 12.08 9.88 12.08 12.64
28 8.76 T.00 12.20 10.00 12.20 12.76
29 8.76 T7.00 12.20 10.00 12.20 12.76

(10

In iteration G, what are the optimal values of the states low, medium, and high? What are the corresponding optimal policies? Deseribe
the optimal policy after convergence of the value iteration procedure in plain English in one sentence.

(10)

[10 points] [TLO 1.2, CO 3] Consider a self-powered rover that operates on a slope. The rover can be in one of the following four states:
low, medium, high, and fop. The rover has a motor that can spin its wheel

s slowly at the expense of 4 unit of energy per time step;

& or rapidly at the expense of 12 units of energy per time step.

If the motor spins the wheel slowly, with probability 0.3 it moves to the next higher state in one time step, and with probability 0.7, it

slides all the way down the slope to the low state. On the other hand, if the motor spins the wheel rapidly, with probability 0.5 it moves
to the next higher state in one time step, and with probability 0.5, it slides all the way down the slope to the low state. The rover's motion

terminates once it reaches the top state. The rover is lew on the slope and aims to reach the tep with minimum energy consumption.

Fill the entries in the table helow:

M wndnkal FTTO 13 OO 2 Cradinoine foae o

5 a 3 T(s,a,5')
low spin slowly fow
low spin rapidly low
low span slowly  medinm
low spn rapidly  medium

medinm  spin slowly Lo
medium  spin rapidly  low
medinm  spin slowly Tagh
medinm  spin rapidly  Jugh
high spin slowly lop
hagh  spim rapadly tap

vuwna i e sl o

...... tha senine aaine §

wnibs Af amnnms nan divwn obon Ban Ska anlaw (10}
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10)

[EY PUIILD] L LA Ly W oF] UL, LUUALE VLG LTV IS PRSI, SUUOT LIS LUVEL LT O WL U CUGLEY PRl LIS SRCR LU BN U
panels any time it transitions upward from the medium position as it gets exposed to sunlight. The rover gains no energy while being low
on the slope. Consider the following policy:

w(spin slowly|low) = 04, «(spin rapidly | medium) = 0.8, 7 (spin slowly | high) = 0.1.

Draw three 2-level backup diagrams with each one of them starting from the states low, medium, and high, respectively. The levels of
the backup diagrams should represent the start state, actions, and the end states with the appropriate policy and transition probabilities
written over the branches.

(10 points] [TLO 1.2, CO 3] Continuing from the previous question, start with zero initial values for ve(low), ve(medium), and v (high),
and a discount factor = (0.8, Use the backup diagrams from the previous question to run two iterations of policy evaluation to evaluate
the above policy. Report the updated values of the three states. What is the value of the state ve(top) always?

[10 points] [TLO 2.1, CO 2] For the solar-powered rover from Question-7, suppose running the value iteration procedure with zero initial
values results in the following table:

Low Medium High
Iteration) slowdy rapidly [slowly rapidly|slowly rapidly
1 1.00 2.00 [1.00 2.00 | 1.00 2.00
2 |2.00 3.00 |[2.00 3.00 |1.70 2.50
3 |3.00 4.00 [2.91 3.85 | 2.40 3.00
4 |3.97 4.96 [3.82 4.70 | 3.10 3.50
5 |493 5.9 |4.71 5.54 | 3.78 3.99
6 |58 6.82 |5.58 6.35 | 4.45 4.46
T |78 7.72 |6.44 7.16 | 5.10 4.93
8 |768 8.61 |7.22 7.8 | 5.75 5.39
9 |g.54 9.45 |7.99 8.53 | 6.37 5.84
196 |25 33 25.67 |[23.13 22.00 | 18.73 14.67
197 |o5.33 25.67 [23.13 22.00 | 18.73 14.67
198 |25.33 25.67 [23.13 22.00 | 18.73  14.67
199 |25 33 25.67 [23.13 22.00 | 18,73 14.67

Clearly show the steps as to how the value of the state low is computed in iteration-1. After convergence of the value iteration procedure,
what are the optimal values of the states? What are the corresponding optimal policies? Describe the optimal policy after convergence of
the value iteration procedure in plain English in one sentence.

(10

(10)
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